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Introduction

Existing language models have exhibited outstanding

performance in text classification tasks, but they fail to

generalize to new domains without expensive labeling and

retraining .

task-agnostic methods pivot-based methods

Structure Correspondence Learning (SCL) 
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However, SCL is limited in that it uses all non-pivots to predict the pivot terms,

which leads to a noisy inference problem as very few non-pivots have a real

relationship with the pivots. As a result, false correlations often occur for

frequently used words such as pronouns.

Another critical drawback of SCL is that the pivots are pre-defined only on

labeled source domain texts and unlabeled target domain texts. There is little to

ensure that the pre-defined pivots actually have consistent behavior across

domains.Figure 2: a) The example shows a pair of texts from

the source domain (top) and target domain (bottom)

respectively. Due to the frequency of “it” co-

occurring with “great”, the model tends to capture

this false correlation
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In the knowledge injection module, for each pivot in the

input text, we search for the facts relevant to it and

inject them into the text, forming a tree structure.

b):DASK extracts a fact, represented by a triplet (great,make, simple), from 

the target domain text to filter false correlations. We inject the target domain 

fact into the source domain text.
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To feed the knowledge-injected text to the

transformer encoder while keeping the structure

information, we flatten it into a token sequence,

and use position embedding to recover its

structure
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,
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Thanks!


